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Durstewitz, Daniel, Jeremy K. Seamans, and Terrence J. Se- (Brozoski et al. 1979; Fuster 1989; Goldman-Rakic 1995;
jnowski. Dopamine-mediated stabilization of delay-period activity invller et al. 1998; Petrides 1995; Sawaguchi and Goldman-

a_network model of prefrontal cortexJ. Neurophysiol. 83: payic 1994; Seamans et al. 1998). Working memory refers to

1733-1750, 2000. The prefrontal cortex (PFC) is critically involved i - - . .
working memory, which underlies memory-guided, goal-directed bﬂje ability to hold temporally active goal-related information

havior. During working-memory tasks, PFC neurons exhibit sustainéd 0 use it in preparing actions and guiding behavior. During
elevated activity, which may reflect the active holding of goal-relatééforking-memory tasks, which involve a delay component,
information or the preparation of forthcoming actions. Dopamine viamany PFC neurons show stimulus- and/or goal-specific, sus-
the D1 receptor strongly modulates both this sustained (delay-periedined activity during the delay. This activity is presumed to
activity and behavioral performance in working-memory tasks. HoWeflect the active holding of task-related information or motor
ever, the function of dopamine during delay-period activity and the o4 aiion while external cues are absent (Funahashi and
underlying neural mechanisms are only poorly understood. Rece Ibota 1994: Fuster 1989; Goldman-Rakic 1990; Quintana

we proposed that dopamine might stabilize active neural represe : S .
tions in PFC circuits during tasks involving working memory an@nd Fuster 1999), and it can be maintained even in the presence

render them robust against interfering stimuli and noise. To furthef interfering stimuli (Miller et al. 1996).

test this idea and to examine the dopamine-modulated ionic currentsTask-related electrical activity in the PFC is modulated by
that could give rise to increased stability of neural representations, depamine (DA), mainly via the D1 receptor (Sawaguchi et al.
developed a network model of the PFC consisting of multicompart9gg, 1990a,b; Williams and Goldman-Rakic 1995). Dopami-
ment neurons equipped with Hodgkin-Huxley-like channel kinetiGsergic midbrain neurons are activated at the onset of working-
that could reproduce in vitro whole cell and in vivo recordings fro emory tasks (Schultz et al. 1993), and DA levels in the PFC
PFC neurons. Dopaminergic effects on intrinsic ionic and synaptj crease during delay-task performa,lnce (Watanabe et al. 1997).

conductances were implemented in the model based on in vitro daia: . . .
Simulated dopamine strongly enhanced high, delay-type activity Tockade of the dopaminergic input to the PFC or of dopami-

not low, spontaneous activity in the model network. Furthermore thergic D1 receptors in the PFC disrupt delay-task performance
strength of an afferent stimulation needed to disrupt delay-type actBrozoski et al. 1979; Sawaguchi and Goldman-Rakic 1994;
ity increased with the magnitude of the dopamine-induced shifts ®amans et al. 1998; Simon et al. 1980). DA has been shown
network parameters, making the currently active representation munhvitro to influence the biophysical properties of multiple
more stable. Stability could be increased by dopamine-induced éntrinsic ionic and synaptic currents of PFC neurons (Gulledge
hancements of the persistent NandN-methylo-aspartate (NMDA) - and Jaffe 1998; Kita et al. 1999; Law-Tho et al. 1994; Seamans
conductances. Stability also was enhanced bgdaictionin AMPA gt g]. 1999; Shi et al. 1997; Yang and Seamans 1996; Zheng et
conductances. The increase in GABRonductances that occurs aftery| 1999: Zhou and Hablitz 1999). However, it is unclear how

stimulation of dopaminergic D1 receptors was necessary in this cqp- ) ; ; ;
text to prevent uncontrolled, spontaneous switches into high-activcl%ﬁese relate to DA's role in working memory. Thus although it

states (i.e., spontaneous activation of task-irrelevant representatio‘% .Iear that DA pIayS_ an 'mportant role in working memory
In conclusion, the dopamine-induced changes in the biophysical préid alters the properties of PFC single neurons and synapses,
erties of intrinsic ionic and synaptic conductances conjointly acted #§ specific functions and the underlying biophysical mecha-
highly increase stability of activated representations in PFC networRiSms remain elusive.
and at the same time retain control over network behavior and thusOne function of DA may be to stabilize neural representa-
preserve its ability to adequately respond to task-related stimuions in the PFC and thus enable PFC networks to sustain
Predictions of the model can be tested in vivo by locally applyingask-related activity even in the presence of interfering input
specific D1 receptor, NMDA, or GABA antagonists while recording (Durstewitz et al. 1999a), which could be a unique feature of
from PFC neurons in delayed reaction-type tasks with imerfe”’]ﬂefrontal networks (Miller et al. 1996). In other words, DA
stimuli. might increase the robustness of (sustained) delay activity with
respect to distracting input and noise. In a previous study, the
INTRODUCTION general concept of DA-induced stability was explored in a
) ] simple model with leaky-integrator units that lacked detailed

_ The prefrontal cortex (PFC) and its dense dopaminerdifannel kinetics and spiking behavior (Durstewitz et al.
input are critically involved in working-memory functionsjggga). Here we confirm and extend the general results of this

The costs of publication of this article were defrayed in part by the paymeﬂudy under more reallsth COI‘IdItIOﬂ_S In a net\/\_/ork of Compa.”'
of page charges. The article must therefore be hereby maekhaftisemerit Mmental model neurons with Hodgkin-Huxley-like channel ki-
in accordance with 18 U.S.C. Section 1734 solely to indicate this fact. ~ netics devised to reproduce in vitro and in vivo results from

0022-3077/00 $5.00 Copyright © 2000 The American Physiological Society 1733



1734 D. DURSTEWITZ, J. K. SEAMANS, AND T. J. SEJINOWSKI

deep layer PFC neurons. Greater physiological detail allow A
dopaminergic effects on network activity to be explored i
ways that were beyond the scope of the former model.
addition, we investigate the possible functional implications «
the differential dopaminergic modulation Nfmethyl-o-aspar-
tate (NMDA) and AMPA synaptic conductances (Cepeda et
1992; Kita et al. 1999; Law-Tho et al. 1994; Seamans et
1999) and provide a functional interpretation of the DA-in
duced increase in GABAcurrents for working-memory pro
cesses (Raux et al. 1991; Seamans et al. 1999; Yang et ¢
1997; Zhou and Hablitz 1999).

100 pm

Distal

METHODS

In vitro recordings

To obtain voltage traces for adjustment of the model neurons,
vitro recordings from PFC layer V intrinsically bursting (IB) pyrami-
dal cells were made. Details for recording methods can be found AMPA/NMDA
Seamans et al. (1997). Briefly, the brains of male Sprague-Dawley r
(14-28 days) were rapidly dissected and immersed for 1 min in cc B Proximal
(4°C) oxygenated artificial cerebrospinal fluid (ACSF). After cutting
300-um slices containing the prelimbic/infralimbic region of the PFC
were transferred to ACSF containing (in mM) 126 NaCl, 3 KClI, 2!
NaHCGQ,, 1.3 MgClL, 2.3 CaCl, and 10 glucose at 30°C. Thick-

WaIIed%orosilicate %)ipettes (s%ﬁal resistarcd —25 MQ for somatic PC QABA, PC
recordings was 80% compensated) were filled with (in mM) 13 M
K-gluconate, 10 KCI, 1 ethylene glycol-bg@aminoethyl etherN, Soma
N,N',N'-tetraacetic acid (EGTA), 2 Mggl 2 NaATP, and 10N-2-
hydroxyethylpiperazind’ —2-ethanesulfonic acid (HEPES). Pipette:
were connected to the headstage of an Axoclamp-2B or Axopat
200B amplifier (Axon Instruments) with Ag/AgCl wire.

A

AMPA/NMDA

Basal

Y

Pyramidal cell model

A compartmental model was developed that reproduced some
voltage recordings from a layer V IB pyramidal cell in rat PFC (FigB

1A). Deep layer pyramidal cells are the ones most strongly innervai =T

by dopaminergic fibers in the rat and primate PFC and express / \ A
highest levels of mRNA for all DA receptor subtypes (Berger et a

1988, 1991; Goldman-Rakic et al. 1992; Joyce et al. 1993; Lewis et \ A

1992; Lidow et al. 1998). Furthermore they constitute the maj
portion of neurons exhibiting sustained delay activity (Fuster 197:
Intrinsically bursting pyramidal cells were chosen because they ¢ A Pyramidal cell [J7] Target pattern K1Y Distractor pattern
the most common pyramidal cell type in the deep layers of the rat PFC

. S : 0 Fic. 1. Schematic of the prefrontal cortex (PFC) network moAekcom-
zilgsagaésse?ﬁed by dlnltri':tcellul\allr In vitro record_lntg§(() /fo) (Yang et alb artmental representations of the pyramidal cells (PC) and the GABAergic
). The model layer V neurons consisted of a soma, a bagglneurons (IN), and their synaptic interconnections in the model net®ork.

dendritic, a proximal and a distal apical dendritic compartment, 8Sartly overlapping patterns were stored in the pyramidal cell network by
depicted in Fig. A The cellular dimensions of the model were inconnecting pyramidal cells within these patterns by high synaptic weights
agreement with a morphological reconstruction of a PFC layer While connecting them to pyramidal neurons outside the pattern by low
pyramidal cell obtained in our laboratory. (Test simulations performegnaptic weights. One of these patterns was used as the target pattern, whereas
with a more detailed 20-compartment model yielded the same baiie other was used as a distractor.
results, not shown here.)

The passive properties of the model were adjusted to approximatéfgich conjointly with the active processes resulted in an effective
reproduce the input resistanc®,(), membrane time constant,(), time constant at the soma ef44 ms, which is well within the range
and resting potential.) of prefrontal IB cells recorded in vitro. of recordings from IB cells in vitro (range-16-55 ms). Dendritic
The resulting values for the specific membrane resistance, membrapimes were implemented by increasing the effective dend;jtiend
capacity, and cytoplasmatic (axial) resistivity were, respectivelgjviding the effective dendriti®R, by a factor of 1.92, accounting for
R., = 30 kQ-cn?, C,,, = 1.2 uF/cn?, andR; = 150Q-cm, which are  a 92% increase in dendritic membrane area due to spines as estimated
well in the range of empirically derived estimations for pyramidadrom data of Larkman (1991; see also Rhodes and Gray 1994).
cells from other studies (Destexhe and P&aB99; Spruston et al. DA controls various active ionic processes in the soma and den-
1994; Stuart and Spruston 1998). The leakage reversal potentiates of deep layer prefrontal pyramidal cells, and as we were
(Eead Was —70 mV. These values (together with the active -prointerested specifically in the effects of DA on network behavior, the
cesses) gave rise to V., ~ —66 mV (matching the empirically selection of active conductances included in our model was motivated
measured mean, abott66 mV), R ~ 164 MQ (empirically mea primarily by this aim. Six different ionic conductances were distrib-
sured mean;-163 MQ), 7,,= R,,.C,,= 36 ms (empirically~33 ms), uted over the soma and the dendritic compartments with densities
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TABLE 1. Compartment dimensions, maximum conductance densities, and calcium decay time constants

VN Iks

cT l,um  d, um Ina Inae 0% DA 100% DA g 0% DA 100% DA I Tea

Pyramidal cell model

Basal 150.0 16.0 28.0 1.0 0.7 0.56 9.2 0.24 0.12 3.8 120.0

Soma — 23.0 86.0 2.2 0.34 0.272 33.8 0.14 0.07 2.2 250.0

Proximal 400.0 2.6 28.0 1.0 0.7 0.56 9.2 0.24 0.12 3.8 120.0

Distal 400.0 2.6 28.0 — 0.34 0.17 9.2 0.24 0.12 2.2 80.0
GABAergic interneuron model

Soma — 15.0 100.0 — — — 40.0 — — — —

Dendrite 150.0 10.0 20.0 — — — 8.0 — — — —

CT, compartment type (see FigAlt DA, dopamine. Conductance densities are given in m&/eg, calcium decay time constants in ms.

estimated from empirical data. All conductance kinetics were modelptbbably partly due to much higher nodal Nahannel densities
by Hodgkin-Huxley-like equations, where ionic conductance per ur(Black et al. 1990; Westenbroek et al. 1989), to the soma. Conduc-
area is given by a product of powers of one or two voltage-, timetance densities in the dendrites were adjusted to ensure spike back-
and, sometimes, [Ca]-dependent, dimensionless gating variablegropagation (Spruston et al. 1995b; Stuart and Sakmann 1994) with
and a maximum conductance density (Tables 1 and 2). spike amplitudes and widths as recorded in vitro (Seamans et al.
Gating variables develop in time according to the first-order diffe¢997)_ The biophysical description &, was taken from a compu
ential equation ®dt = [x.(V) — x(V, DJ/,(V), wherex, is the (ational study by Warman et al. (1994) and adapted to fit kinetics
voltage-dependent steady state apa voltage-dependent time con getermined by Cummins et al. (1994), who analyzed Narrents in
stant. Table 2 provides an overview over the gating variables and thelr - .4 human neocortical pyramidal cells.
(?ci?aeggvgergél)i\gr?tr: \Eeér‘""e”é%%%ﬁ?ggg?gg%?ﬁgufs?ﬁg tsf];a?iglsegitsitru y persistent N& current (.0 Was also included in the model with
form of the cable equation (e.g., Rall 1989) y %ﬁetics modified from the fast channel to allow the persistent Na
o ' current to make a more significant contribution to membrane potential
SODIUM CURRENTS. A fast, spike-generating Nacurrent (,) was in the subthreshold range (cf. Alzheimer et al. 1993; Schwindt 1992;
distributed uniformly across all three dendritic compartments (Hugustafstrom et al. 1985; Stuart and Sakmann 1995). Inactivatidg.gf
nard et al. 1989; Magee and Johnston 1995; Stuart and Sakm&as been shown to contribute significantly to long-time scale adapta-
1994) but was given a higher density at the soma. This was donetitm in pyramidal cells (Fleidervish et al. 1996), and thus the kinetics
transfer the lower threshold spike-generating mechanism of the axafnl,» also were adapted to account for much of the long-scale
(Colbert and Johnston 1996), which was not explicitly modeled andaslaptation properties of the model neurohg, was limited to the

TABLE 2. Gating variables for all ion channels used in the present model

Gating
Conductance Type Variablex a B X, (Steady-State Gating) Ty, MS
Pyramidal cell model
Ina e [~0.2816W,, + 28)] [0.2464Y/, + 1)] al(a + B) U(a + B)
X [~1 + exp(~(Vm + 28)/ X [~1 + exp(Vm + 1)/6)] %
9.3)*
h 0.098% exp(—(Vy, + 43.1)/20) 1.4/[1 + exp(— (Vi + 13.1)/10)] al(a + B) U(a + B)
INap
0% DA m [—0.2816¥, + 12)] [0.2464Y, — 15)] al(a + B) U(a + B)
X [=1 + exp(— (Vi + 12)/ X [=1 + exp(Vm — 15)/6)] *
9.3t
h 2.8 % 107 X exp(—(Vin 0.02X [1 + exp(—(Vm al(a + B) Ul + B)
+ 42.8477)/4.0248) — 413.9284)/148.2589)}
100% DA m [~0.2816Y, + 17)] [0.2464Y, — 10)] al(a + B) Ul + B)
X [~1 + exp(—(Vy + 17)/ X [-1 + exp(Viy — 10)/6)] *
9.3
h 2.0 X 107° X exp(— (Vi 0.014286x [1 + exp(—(Vm al(a + B) Ul + B)
+ 42.8477)/4.0248) — 413.9284)/148.2589)}
lhva w2 — — [1 + exp(= (Vi + 24.6)/11.3)]* 1.25 X sech (-0.031¥y, + 37.1))
v — — [1 + explVpy + 12.6)/18.9)* 420.0
Ior n* [-0.018¥, — 13)] [0.0054Y/;, — 23) al(a + B) U(a + B)
X [~1 + exp(— (Vi — 13)/25)] * X [-1 + exp(Vm — 23)/12)]*
Iks a — — [1 + exp(-(Vm + 34)/6.5)]* 6.0
b — — [1 + exp(Vm + 65)/6.6)] * 200 + 3200
X [1 + exp(— (Vi + 63.6)/4) "
I 2 [~0.0064%/5 — 0.1152] 1.7 X exp(~ (Vs + 152)/30) al(a + B) max (/e + B), 1.1)
X [=1 + exp(=(Vs
+18)12)1' %,
with Vg = V,, + 40 logo ([Cal)
GABAergic interneuron
model
Ina m 4.2 X exp((Vin + 34.5)/11.57) 4.2 X exp(—(Vm + 34.5)I27) al(a + B) Ul + B)
h 0.09 X exp(—(Vy, + 45)/33) 0.09 X exp((Vim + 45)/12.2) al(a + B) U(a + B)
Ior n* 0.3 X exp((Vin + 35)/10.67) 0.3 X exp(—(Vy + 35)/42.68) al(a + B) U(a + B)

V.., membrane potential in mV; [Calintracellular calcium concentration jmol/I.
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soma and the proximal dendrites and was not included into the distéll g in cortical neurons, we assumed uniform densities in the
apical dendritic compartment, in agreement with electrophysiologicdé¢ndrites but a lower density at the soma, similar to the lower somatic
data from Stuart and Sakmann (1995) and immunocytochemical dbtedensities that have been described in hippocampal neurons- (Hoff
from Westenbroek et al. (1989). According to Schwindt and Crithan et al. 1997).
(1995) and Mittmann et al. (1997), howeveg,~might be presentas A fast BK Ca&*- and voltage-dependent C-type“Keurrent ()
far distal as 300-50@m from the soma, which is still in agreementwas also included in the model. The biophysical properties of this
with the longitudinal extent of the proximal dendritic compartment igurrent were modified from Warman et al. (1994). Activation of this
the present model. The reversal potential for Naurrents was fixed channel depended logarithmically on internal*Caconcentration,
atEy, = +55 mV. where increases in [G4]; shifted the voltage-dependent activation
. curve of the C current towards less depolarized levels.
CALCIUM CURRENTS AND CALCIUM ACCUMULATION. The bio- Intracellular and extracellular potassium concentrations initially
physical description of a high-voltage-activated (HVA)*Caur- were set to [K'], = 140 mmol/l and [K'], = [K *],..,= 3.82 mmol/l

H i o rest . .
rent was taken from Brown et al. (1993), who studied the’:f1f°1tracellular [K'] was held constant. Extracellular potassium accu
currents in dissociated rat sensorimotor cortex pyramidal cells. R, ation was governed by the same differential equation as for
simplicity we did not distinguish between L- and N-type “Ca calcium accumulation (SEBALCIUM CURRENTS AND CALCIUM ACCUMU-

currents, which according to Brown et al. (1993) have the sanEETION) exce
L S ; , pt thatvg,,;; now represents a volume of extracellular
activation kinetics, but assumed that the HVA?Cacurrent im space of thickness,,.., = 70 nm surrounding compartmenfhe K+

plemented in the model represents a mixture of the two. Immun Gcumulation factokh, = 2.0 was assumed to be the same for all

cytochemical, C&" influx, and electrophysiological data sugges om ; —

h . h ; partments, and the extracellular idecay time constant wag =
that HVA Ca" channels are highly clustered in the proximal s '\/aj es fod,,,., andr, were taken from Yamada et al. (1989).
dendrites around the soma, are present with significant densi Sen these dynamics, the reversal potential for Kurrents was

along the apical stem, but are quite low in density in the dist ; ; _ « + .
apical tuft, in neocortical including prefrontal pyramidal cells (HeI? termined by the Nemst equatidgc = 25.0 In (K "]o/[K 7).

et al. 1993; Schiller et al. 1995; Seamans et al. 1997; Westenbroek o o
et al. 1990, 1992). Densities of the HVA channel in the preseModel of fast-spiking GABAergic interneurons
study were adjusted accordingly (Table 1).

Extracellular and intracellular calcium concentrations initially wer
set to [C&"], = 2 mmol/l and [C&"]; = 50 nmol/l, respectively, in

A basket-type fast spiking (FS) neocortical aspiny interneuron was
ﬁ‘nplemented by a two-compartment model as depicted in Fg. 1

accordance with the in vitro recording conditions under which who Kawaguchi 1993, 1995; Kawaguchi and Kubota 1997) [the morpho-
w nvi N9 " Y which w ical dimensions of this cell were estimated roughly from data on

cell voltage traces for comparison were obtained. Whereas extra =S cells in frontal cortex given in Kawaguchi (1995)]. FS interneurons

lular calcium was assumed to be constant, intracellular calcium Dovide most of the inhibition in the neocortex including the PFC
each compartment was regulated by a simple first-order dlfferen[%é;bbott et al. 1997; Kawaguchi and Kubota 1997), are involved in

e%‘?ﬂon of_thg fzclrm/d[c?aL]Kdt :F '_d)li: X :ij’«/(F < tVShf/”j) + working memory (Rao et al. 1999; Wilson et al. 1994), and are the
(I ) Jrest — [Ca7]) Tca WNEIEF IS Faraday's constanyspen;, major type of interneuron modulated by DA (Gorelova and Yang
which depends on the dimensions of compartmgistthe volume of 1 gqg. 1y et al. 1998; Sesack et al. 1998; Zhou and Hablitz 1999).
an intracellular perimembrane shell of thicknelg,, = 2.0 X 10 Passive membrane properties were as folloRg:= 100 kQ-cn?
wm, I ,ya is the total C&" current for that compartment, arfg is a C. = 1.0 uFlcn?, R = 150 Q-cm, andE — 68 mV (th’e
H H —9 m . o TN ’ leak —

calcium aCC”m”'E‘E,'O” factor that was set to 3880 " for the soma ehavior of the interneurons in the network was largely insensitive to
and_ to 965x 10 _for the den_drltes to reflegt the steeper rise he exact values of these parameters). &cumulation dynamics
perimembrane G4 in the dendrites due to their much lower VOIUm%ere the same as for the pyramidal cells. The fast léad K" DR
[These values were determined so that the calcium concentratigll, o\ included in the somatic and dendritic compartment (Table 1)
during a train of action potentials apprommately matched data fr.Ovrir/]ere sufficient to reproduce the fast-spiking, nonadapting behavior
gelmcheé]agt al. (_195%6)]' IthlhefseSco#dlé%rzn?,Ywhlcré regtulalltelsg(églc!lgﬂd the strong, brief afterhyperpolarizations after each spike exhibited

ecay,[ lrest = hmo (C an 199z, Yamada et al. )'%y FS basket-type cells (Kawaguchi 1993, 1995; Kawaguchi and
the resting concentration, which is equivalent to the initial concentrgr o 1997). The kinetics of these channels (taken from Lytton and
tion, andrc, is the time constant with which calcium approaches t ejnowski 1991) differed from those of the pyramidal neuron to
resting value. The calcium decay time constants for each compart roduce the much shorter spike duration in interneurons compared

are given in Table 1. Decay time constants for Cén the dendrites with pyramidal cells (Kawaguchi 1993, 1995; Rao et al. 1999; Wilson

are in the range reported by Helmchen et a!. (1996) for rat neocorti%z{l}al 1994) and the faster recovery from Nahannel inactivation
layer V pyramidal neurons at 37°C. A higher time constant w :

assumed for the soma (cf. Schiller et al. 1995; Yuste et al. 1994). %ﬁ/leartlna and Jonas 1997a), allowing higher spike firing rates (Table 2).
reversal potential of Gd currents was determined by the Nernst ) .
equationEc, = 12.5 X In ([Ca2*]/[Ca*],). Network architecture and synaptic currents

POTASSIUM CURRENTS AND POTASSIUM ACCUMULATION. The Because little is known about the detailed connectivity of neurons
Hodgkin-Huxley-like formulas for the delayed rectifier (DR) channelithin the PFC and the associated synaptic strengths, we intentionally
were taken from a computational study by Warman et al. (1994) &ept the network model as general and as simple as possible (Fig. 1).
hippocampal neurons. Following Rhodes and Gray (1994), the dedctotal of 20 deep layer pyramidal cells and 10 GABAergic interneu-
tivation of the DR was sped up by 1.5 to better reproduce spikens were simulated. (Test simulations with larger networks suggested
repolarization observed in PFC IB neurons in vitro. The distribution dfiat network size is not a crucial factor for the questions addressed in
DR conductance densities matched that of the fast'Neurrent the present paper.) All pyramidal cells and GABAergic interneurons
(Table 1). were fully connected (but see following text). Extensive lateral con-
A slowly inactivating K™ current (<) is present in PFC pyramidal nections between layer V pyramidal cells (ranging up to millimeters)
neurons (Hammond and Qrel 1992; Yang and Seamans 1996) anih the PFC have been demonstrated by Levitt et al. (1993) and Kritzer
was included in the model. The formulation kfs was taken from and Goldman-Rakic (1995). According to'thke et al. (1996) and
Wang (1993), based on a description by Huguenard and Prince (19®rkram et al. (1997a), these connections between deep layer pyra-
and data obtained by Spain et al. (1991) in layer V sensorimotanidal cells involve about four to eight synaptic contacts distributed
cortex pyramidal cells. Without specific knowledge of the distributiomainly on the proximal dendritic tree. Thus pyramidal cells in the
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present model were connected reciprocally within the proximal denature of the information encoded in the delay activity is not relevant).
dritic region; that is, synapses were placed both on the basal dmimation of such cell assemblies as originally proposed by Hebb
proximal apical dendritic compartment (Fig. Al Pyramidal-to- (1949) is suggested by Hebb-like long-term synaptic plasticity mech-
GABAergic cell synapses were placed on the dendritic compartmeaggsms in the cortex (Levy and Steward 1983; Markram et al. 1997)
of the interneurons. Inhibitory feedback connections from interne@nd is supported by recent multiple-electrode recordings from the PFC
rons to pyramidal cells consisted of GARAike synapses on the (Brody et al. 1999; Constantinidis et al. 1999). Specific activity
somata of pyramidal cells where most inhibitory synapses conveiggtterns were evoked by stimulating one of the stored cell assemblies
(Douglas and Martin 1990; Thomson and Deuchars 1997). Direda afferent synapses (see following text) or current injections.
reciprocal interactions between pyramidal cells and FS interneurond 0 achieve low spontaneous firing rates in the network as observed
are suggested both by in vitro data (Tarczy-Hornoch et al. 1998;vivo in the PFC (Fuster 1989; Fuster et al. 1985; Rosenkilde et al.
Thomson and Deuchars 1997) and by the observation of correlal&$1), random background synaptic activity was delivered to all
firing of pyramidal cells and interneurons in the PFC in vivo duringyramidal and GABAergic cells, generated according to Poisson
working-memory tasks (Constantinidis et al. 1999; Rao et al. 199@yocesses convolved with the excitatory (AMPA and NMDA) or
GABAergic interneurons also were interconnected reciprocally lighibitory (GABA,) synaptic conductance changes defined in the
GABA ,-like conductances on their somata. All axonal transmissidgiveceding text. Background excitatory synaptic inputs were placed on
delays varied in the range of 2—4 ms. all dendritic compartments of pyramidal cells and interneurons,
Both pyramidal-to-pyramidal and pyramidal-to-GABAergic celwhereas inhibitory inputs were limited to the proximal stems and
connections involved both AMPA- and NMDA-like synaptic conducsomata where pyramidal cells receive most of their inhibitory input
tances [for evidence on NMDA-like synaptic conductances on H®ouglas and Martin 1990; Thomson and Deuchars 1997; Thomson et
interneurons in frontal cortex, see Kawaguchi (1993)]. AMPA-lik@l. 1996). These inputs mimicked synaptic connections from other
synaptic currents were modeled by a double exponential functionmngurons within the PFC as well as afferent connections from other
the formgampa max X [T172/(T2 — )] X [exp(—t/7,) — exp(~t/r;)] ~cortical or subcortical areas. In low-activity states, the network was
with time constantsr,= 0.55 ms andr, = 2.2 ms. NMDA-like driven mainly by this random background activity, which accounted
synaptic currents were modeled as in Mel (1993) by the product ofer >90% of the total synaptic current in pyramidal cells. In contrast,
voltage-dependent gate= 1.50265x [1 + 0.33 exp(0.06V,)]~* in high-activity states, the network was dominated by recurrent syn-
with 7, = 0.1 ms (implementing the voltage-dependent®M@plock) aptic activity and the relative contribution of background synaptic
and a double exponential with time constants= 10.6 ms andr, = inputs was~50%. The strength and number of background synaptic
285.0 ms. Time constants for the AMPA and NMDA currents wer@puts furthermore were adjusted to approximately produce mem-
taken directly from a study of glutamate receptor channels by Spriane voltage fluctuations as observed in vivo (Destexhe and Pare
ton et al. (1995a). The voltage dependency of the NMDA current 4899; Pafeet al. 1998).
given by thes-gate in the preceding text also matched the one
measure_d by Sprl_Jsto_n et al. (1995a; see their H-‘rg.: Burthermore Specific afferent network inputs
the relative contributions of AMPA- and NMDA-like currents to
excitatory postsynaptic currents (EPSCs; i.e., the rgligea max The main question of the present study was how DA might affect
OnmpA.max) Were matched to data from Spruston et al. (1995a). In thiee robustness of delay (sustained) activity in PFC circuits with
absence of more specific knowled@gpa max 8Nd Oumpa.max TOF  respect to distracting input. A distracting input could be any environ-
pyramidal cells and interneurons were assumed to be of equal strengtntal or internally generated stimulus that is incompatible with (or
(9ampamax = 15.1392 nSgympa.max = 0.0912 nS, for the baseline irrelevant to) the current behavioral goal and that tends to evoke a
configuration, see following text). These conductances were set hggecific representation (activity pattern) in the PFC networks. It
enough to allow in concert with spontaneous synaptic inputs (stéeereby interferes (or competes) with the current prefrontal delay
following text) the maintenance of recurrent activity in the smakctivity pattern that encodes information related to the present behav-
network for some time similar to that observed in PFC neurons durifgral goal (Miller et al. 1996; Quintana et al. 1988; Rainer at al. 1999).
delayed reaction-type tasks (Funahashi and Kubota 1994; Fudtedelayed-reaction tasks, interfering stimuli have been introduced as
1989; Goldman-Rakic 1995). Synaptic reversal potentials were sefp@rt of the experimental design (Fuster 1973; Miller et al. 1996).
Eavea = Enmpba = 0 MV (Angulo et al. 1997; Seamans et al. 1997; Distracting input might arise from many different anatomic sources,
Spruston et al. 1995a). GABAlike currents were modeled by alpha-involving inputs to the PFC from subcortical (e.g., thalamic), sensory
functions of the formigagaamax X YTeasan X €XP(—t/7casaa +  Neocortical, or even other prefrontal areas (Fuster 1989; Fuster et al.
1) with g agan = 1.5 Ms andgasanmax = 8.4 NS, yielding fast 1985; Goldman-Rakic 1988; Pandya and Yeterian 1990). Depending
inhibitory postsynaptic potentials as found in neocortical pyramidah the site of origin, association and transcallosal fiber connections
cells (Thomson and Deuchars 1997). The reversal potential wasget mainly layers I, lll, and V, layers I, IV, and VI, or all layers in
Ecagan = —75 mV (Ling and Benardo 1998; Thomson et al. 1996he prefrontal cortices (Goldman-Rakic 1988; Isseroff et al. 1984;
Stimulus- and/or response-specific delay activity and “opponeMielchitzky et al. 1998; Pucak et al. 1996). Hippocampal inputs
memory fields” have been observed in the PFC during workingredominantly contact layers | and V (Swanson 1981). Thalamic
memory tasks (Funahashi et al. 1989; Goldman-Rakic 1995, 199&uts distribute mainly throughout layers I, lll, and V-VI (Berendse
Quintana et al. 1988; Rainer et al. 1998a; Rao et al. 1997). Thus &ord Groenewegen 1991; Kuroda et al. 1993, 1996) where they contact
example, in the oculomotor delayed response task (Funahashi etla.dendrites of layer V-VI pyramidal cells (Kuroda et al. 1993). Thus
1989; Goldman-Rakic 1995, 1996), neurons in the PFC show dlistracting inputs might basically affect all dendritic compartments of
hanced firing for a preferred target direction but suppressed firing fdeep layer pyramidal cells in the PFC, probably exerting their stron-
targets opposite to the preferred direction. To produce stimuluggst impact in the proximal basal and apical dendrite region. Hence,
response-specific activity patterns in the small model network usiedaddition to nonspecific background inputs (see preceding text) to all
here, two partly overlapping subsets of 10 neurons each (BY. lcompartments, afferent excitatory (NMDA and AMPA) synapses that
were connected by high synaptic weights . values as given in the specifically target one of the stored cell assemblies were placed on the
preceding text) within each group and by low synaptic weights (10f6oximal basal and apical dendrite compartments of the model cells
of the g,,,.x Values given in the preceding text) between neurons nfglacing them in addition on the distal model dendrites did not change
belonging to the same cell assembly. These two subsets were meatti¢oresults).
represent two different stimuli or motor plans encoded by the synapticTo probe stability of PFC representations and to vary the strength
connections of the network (for the present purposes the precifean afferent stimulus, the afferent stimulation frequency rather than



1738 D. DURSTEWITZ, J. K. SEAMANS, AND T. J. SEJINOWSKI

the synaptic conductance strength was varied because the subjedéventially by DA, based on the assumption that DA diminishes the
importance and behavioral relevance of stimuli in prefrontal areasNstype current only. L-type channels are highly clustered within the
correlated with firing frequency (Tremblay and Schultz 1999; Waroximal region and strongly decline toward the distal dendrites (Hell
tanabe 1996). The synaptic (AMPA- and NMDA-like) conductancest al. 1993; Westenbroek et al. 1990). In contrast, immunolabeling for
of the afferent connections were arbitrarily set five times higher thatype channels falls off in the middle of the apical stem of deep layer
those of the recurrent synapses. This choice yielded a physiologicalsurons but rises again within layers II-Ill (Westenbroek et al. 1992).
reasonable range of afferent stimulation frequencies fg, values, Thus we assumed that the total HVA Lacurrent in the distal
seeresuLTy and allowed sufficient discrimination between condidendritic compartment was of the N-type, whereas in the proximal
tions. region it contributed only 40% to the total HVA €& current as
shown in vitro by Brown et al. (1993). DA-induced reductions in the
maximum HVA C&" conductance gya may) Were implemented
accordingly (Table 1).

DA has physiological effects that might vary between different 4) Recent evidence shows that DA via the D1 receptor enhances
brain regions [for example, DA has effects on NMDA currents in thlMDA-like synaptic currents in the PFC (Kita et al. 1999; Moore et
hippocampal CA1 region (Hsu 1996; Otmakhova and Lisman 1998) 1998; Seamans et al. 1999; Zheng et al. 1999), as in striatal neurons
opposite from those observed in the PFC and striatum (see followitigviewed in Cepeda and Levine 1998; Cepeda et al. 1993; Levine et
text)]. Hence only effects of DA reported for PFC neurons were us@ll 1996) and as shown earlier in slices from human frontal neocortex
in the present study. We also focused on D1-mediated effects beca(@gpeda et al. 1992). In the high DA configuration, this was modeled
D1 receptors are much more abundant in the PFC than D2 recepteysan increase of 40% igympa,max (S€amans et al. 1999).

(Joyce et al. 1993; Lidow et al. 1991) and, more importantly, both 5) In contrast to NMDA-like synaptic currents, non-NMDA or
working-memory performance as well as delay-activity recorded AMPA-like currents seem to be reduced in the frontal neocortex
vivo in behaving animals is susceptible mainly or exclusively to Dincluding the PFC (Cepeda et al. 1992; Kita et al. 1999; Law-Tho et
but not D2 receptor agonists and antagonists (Arnsten et al. 1984;1994), as in the striatum (Cepeda et al. 1993). However, this
Miiller et al. 1998; Sawaguchi and Goldman-Rakic 1994; Sawagudkiduction may only be slight in the PFC (Seamans et al. 1999).
etal. 1988, 1990h; Seamans et al. 1998; Williams and Goldman-Rakievertheless we investigated the effect of a reduction in AMPA
1995; Zahrt et al. 1997). Hence, the short-lasting D2 effects (Godbautrrents as possibly induced by DA by decreasjfgpa max by 20%

et al. 1991; Gulledge and Jaffe 1998; Pirot et al. 1992) may subseitghe high DA configuration.

other functions not directly related to holding representations in The overall effect of the combined DA-induced changes in AMPA
working memory (see also Durstewitz et al. 1999a). Both deep layad NMDA currents was to reduce the excitatory postsynaptic poten-
pyramidal cells (Berger et al. 1990; Bergson et al. 1995; Smiley et &l (EPSP) amplitude but prolong the duration as suggested by in
1994; Yang and Seamans 1996) and FS interneurons (Gorelova ¥iti® experiments (Cepeda et al. 1992; Kita et al. 1999; Law-Tho et al.
Yang 1998; Muly et al. 1998) in the PFC are equipped with D1994; Seamans, unpublished observations).

receptors. 6) The DA-induced enhancement of GABAike synaptic cur

DA-induced parameter shifts in the model were varied systematents in the PFC (Penit-Soria et al. 1987; Pirot et al. 1992aReet
cally over some range (s&esuLts but for some simulations, “base-al. 1991; Seamans et al. 1999; Yang et al. 1997; Zhou and Hablitz
line” (0% DA shift) and “high DA” (100% DA shift) standard con- 1999) was modeled by an increase ggagaa max Of 30% in the
figurations were defined as in Tables 1 and 2 and as described belbigh-DA configuration (Seamans et al. 1999). In addition, DA might
The high-DA configuration is based on the average shifts in DAnhance spontaneous activity of GABAergic neurons or GABAergic
dependent parameters observed in vitro (Gorelova and Yang 1989@nsmitter release in the PFC’(Rex et al. 1991; Yang et al. 1997;
Seamans et al. 1999; Yang and Seamans 1996; Yang et al. 1997). Ziheu and Hablitz 1999). This effect was accounted for by increasing
following effects of DA on intrinsic ionic and synaptic currents weréhe spontaneous background firing rate of GABAergic inputs by 10%
implemented (see Tables 1 and 2): in the high DA condition.

1) DA shifts the activation threshold of the persistent'Naurrent
toward more hyperpolarized potentials and slows the inactivation . .
process of this current (Gorelova and Yang 1997; Seamans et al. 1§g@mputational techniques
Yang and Seamans 1996) (Table 2). This likely contributes to the . . ) ) )
DA-induced increase in firing rate and reduced adaptation as observedne simulation software was written in€t and run on Pentium
in vitro (Cepeda et al. 1992; Seamans et al. 1999; Shi et al. 19¢/4S using the LINUX operating system. The system of differential
Yang and Seamans 1996) and in vivo (Sawaguchi et al. 19djuations was integrated numerically using a semi-implicit extrapo-
1990a,b) in prefrontal pyramidal cells. Iatlon.method as described in Press et al. (1992,. Ch. 16.6) V.VIth. an

2) DA reduces a slowly inactivating Kcurrent in PFC pyramidal adaptive tlme4 step proce_d_ure. The (local trunc_atl_on) error criterion
cells (Yang and Seamans 1996), as is the case in striatal neur§f@s Set to 10% and the minimum time step was limited to Q8. To
(Nisenbaum et al. 1998). This was modeled as a reductioRdMnax produce random background activity, a (uniform) ran.dom-.number
(Table 1). generator based on data encryption methods as described in Press et

3) DA reduces the half-width and amplitude of isolated dendritigl- (1992, Ch. 7.5) was used because it has much better statistical
Cca&" spikes (Yang and Seamans 1996). The data of Yang aRgpperties than the €+ standard library “rand” function (see Press
Seamans (1996) made it likely that this reduction is due to a dimiit 8- 1992). ANEURON implementation of the pyramidal cell model
ishing effect of DA on a HVA C&" current located more in the distal IS available under ftp://ftp.cnl.salk.edu/pub/dd/pcell.
dendrites and thus probably of the N type, which reaches a local
maximum in the distal dendrites of pyramidal cells (Westenbroek et
al. 1992; Yuste et al. 1994). A reduction of N-type HVA Ta RESULTS

currents by DA has been shown more directly in striatal neurons_l_h first t fi to illustrate that th del
(Surmeier et al. 1995), in isolated dorsal root ganglia sensory neurops e nirst two sections serve 1o llustrate that the model as

(Formenti et al. 1998), and recently in PFC neurons by Yang et §€Vised in thevetHops can reproduce basic electrophysiolog-

(1998). As L- and N-type HVA C& channels for simplicity were ical features of PFC neurons recorded in vitro and in vivo. The
collapsed into a single description in the present model, HVA*Ca main part of theresuLts then will examine how DA-induced
conductances in the proximal and distal dendrites were affected diarameter variations affect network states indicated by these

Dopaminergic modulation
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electrophysiological features and which functional implicastep (compare Fig. B with 3rd row in A), as reported for PFC
tions for working memory this might have. pyramidal cells recorded in vitro after bath application of DA
(Yang and Seamans 1996).

Reproduction of the firing pattern of PFC IB pyramidal cells
Basic network properties
The passive properties of the model neuron matched the aver-_ ) )

agevrest RlN’ andTm of prefronta| IB cells recorded in vitro (See FlgureS 3 and 4 I||USt.I’ate that neurons in the fu"y C-Onnect-ed
mETHODS). In addition, the single pyramidal cell model reproducefetwork model with all internal and external synaptic inputs in
the basic properties of spiking behavior of these neurons (R)g. 2Place (se#etHops) could reproduce the most salient electrophys-
Current injections into the model cell soma elicited a spike dol@/ogical features of PFC neurons recorded in vivo. Without any
blet followed by a train of action potentials with adaptatioddditional input or stimulation, neurons in the model network
properties similar to those of IB neurons recorded in vitro. Witiriven by the spontaneous background activity fired at low rates
the dopaminergic modulation of intrinsic ion channels in plad&ean 1.4 Hz), comparable with the low spontaneous firing rates
(high-DA condition; see Tables 1 and 2), the spike frequency @f 1-3 Hz observed for the majority of pyramidal neurons in the

the cell increased almost threefold to the same somatic currBAfnate and rat PFC [Fuster 1973; Fuster et al. 1985; Jung et al.
1998; Rosenkilde et al. (1981) provide a distribution of sponta-

neous rates; Sawaguchi et al. 1990a]. The spontaneous activity

A 75 pA 60 pA alone, however, was not sufficient to drive the network sponta-
E E neously into a state of high, sustained activity, although transient
episodes of burst-like activity occasionally appeared in the base-

line condition (see Fig.A& left). When a high-activity state was

- evoked by a short-lasting stimulation of one of the stored cell
724 mv -66.5 mV assemblies (either by a current injection or by stimulation of
125pA 70 pA afferent synapses), this activity was sustained-&7.3 Hz for

M prolonged periods of time if the background noise was not too

E

high (Fig. 3). Thus in a manner similar to delay-active neurons
in a working-memory task that hold active a representation of the
stimulus or the forthcoming action, high activity was maintained
in the network for many seconds after removal of the eliciting
stimulus. The rasterplot in FigA3confirms in addition that this

B

100 pA 96 pA activity was stimulus specific, i.e., it was only present in a subset
of encoding neurons. GABAergic feedback inhibition ensures that

m’ the spread of activity in the network is limited; competing

attractors are suppressed and only one pattern can become active
400 msec at a time.

In general, delay frequencies in the present model network

ranged fronr12 to 36 Hz (depending on condition, see following
text) and were thus well within the range of what has been

E

125 pA 120 pA observed during the delay periods of working-memory tasks (e.g.,
ever, could climb transiently to much higher values, especially
during the presentation of a stimulus. The frequency of the inter-
neurons during delay activity ranged frord5 to 100 Hz, in
agreement with available in vivo data (Wilson et al. 1994). The
fact that stimulus-specific, recurrent activity could be maintained
(2—4 ms in the present model) and the fast AMPA-kinetics. In
addition, selective high activity could be maintained in the pres-
ence of considerable noise (seerHops). These characteristics
depended critically on the slow time course and voltage-depen-
dence of NMDA conductances. Finally, in high-activity states,

A, left: somatic patch-clamp recordings from an intrinsically bursting (1B) layepbserved in in vivo recordings from neocortical neurons (Bodner

V PFC neuron Znd traceis from a different neuron than the other 3) whileet al. 1997; Shadlen and Newsome 1994; Softky and Koch 1993).

different somatic current steps were appli®ight responses of the model | summary, these simulations demonstrate that the network

pyramidal cell to similar current step&: implementing the dopaminergic e e -
modulation of intrinsic currents yields an about threefold increase in the spi odel established here exhibits network states and behavior as

Di Pellegrino and Wise 1993; Funahashi et al. 1989; Fuster 1973;
JLITN
in the network at quite low rates<@0 Hz) is in itself not trivial
spike trains were highly irregular (Figs. 8,andB, and 4,A and
frequency of the model neuron in response to the same current step as us&@aa€rved in the PFC in vivo, thus providing a physiologically

Miller et al. 1996; Rainer et al. 1998b). Firing frequencies, how-
B High DA, 96 pA because of the short axonal propagation and transmission delays
FIG. 2. Comparison of in vitro whole cell recordings and model response@) with coefficients of Variation@v) ranging from 0.5t0 0.8, as
the 3rd row of A. plausible starting point to explore the effects of DA-induced
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Fic. 3. Dopaminergic modulation of low- and high-ac-
tivity states in the model networlA: somatic voltage traces
(top) of 2 neurons under the baseline condition, 1 of which
participates in the target pattern representation (red traces),
whereas the other does not (blue traces). A low-activity
state of the network driven mainly by the random back-
ground activity [eft) and a state of high, sustained activity
driven mainly by recurrent excitation in one group of neu-
rons fight) are shown. The high-activity state was induced
by a short current pulse (red bar) into the target pattern
neuronsBottom activity of all 20 pyramidal neurons and 2
representative GABAergic interneuronse(irons 2land
22) as raster-plots (where each point represents a spike in
the respective neuron). The raster-plaglt) shows that
sustained high activity is specific for target pattern neurons.
B: same as i for the high-dopamine (DA) condition. Note
that spontaneous (low) activity was reducéft), whereas
high recurrent activity was enhanceatyft) compared with
the baseline condition shown iA. Differences in the ac-
tivity states are mirrored by the firing rates of the GABAer-
gic neurons, which are driven by the pyramidal celsif
background noise is increased, a high-activity state in the
baseline conditionl¢ft) decays much earlier than in the
high-DA condition ¢ight).

parameter variations on these network states and their functiomigih-DA configuration led to suppression of the low firing state

implications.

Differential dopaminergic modulation of activity states

(mean 0.3 Hz; Fig. B). This suppression was caused by the

relative dominance of the inhibitory over the excitatory actions
of DA in the low-activity state (i.e., by the increased GABAer-

In the present network, a simulated rise in DA level bgic inhibition and the reduced N-type €aand AMPA cur
shifting intrinsic and synaptic ion channel parameters into thients). In contrast, when a high-activity state was elicited by a
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Fic. 4. Simulated DA modulation increases stability of target pattern representaioesample membrane potential traces
from a neuron participating only in the target pattern (red traces) and 1 participating only in the distractor pattern (blue traces) under
the baseline condition. Target pattern activity was evoked by a 250-ms current injection (red bar). A second later, distractor pattern
neurons were synaptically stimulated for 100 ms (blue bar). At low afferent stimulation frequengjes (he target pattern stays
stable and is maintained for at least another second after offset of distractor pattern stimld&jiowith F., increased to 20
Hz, the target pattern collapses and is replaced by the distractor paitth B: same as undek for the high-DA condition. Note
that much higher stimulation frequencies were required to disrupt target pattern activity than under the baseline condition shown
in A. C: stability of the target pattern, as measured by the minimal afferent stimulation freqigepgy€quired to disrupt the target
pattern, as a function of the percentage of the shift in DA-modulated parameters relative to the differences between the baseline
and the high DA configuration (see text). Error bars indicate SE.

transient stimulus, DA enhanced this sustained activity, and ttie activity of neurons not participating in the representation of
average firing frequency rose from17.3 Hz in the baseline the evoked pattern (the “background neurons”) was more
condition to~25.8 Hz in the high-DA condition. Converselystrongly suppressed in the high-activity state in the high-DA
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condition compared with the baseline condition (compare rasntiate them from distractor patterns) via “match enhancement
ter plots in Fig. 3,A and B). In the high-activity state, the neurons” (e.g., Miller et al. 1996), and how these neurons
excitatory actions of DA dominated its inhibitory actions. Thusould generate a signal that via a cortico-striatonigral feedback
the net effects of DA on neural firing depended on the initiébop finally terminates target pattern activity again on achiev-
activity state of the network. In the high-DA condition, susing the goal.
tained “delay activity” was also more robust with respect to the To explore the idea that DA increases the robustness of
random fluctuations in background activity: If the impact ofarget pattern representations (encoded by delay-active neu-
noise on network activity was increased, sustained activity ions) with respect to distracting patterns, parameters modu-
the baseline condition had the tendency to break down mueled by DA were linearly varied, either in combination or
earlier than in the high-DA condition (Fig.C3. independently, within a physiologically reasonable range, us-
The switch from a predominantly “inhibitory” to a predom-ing the difference between the baseline and the high-DA con-
inantly “excitatory” action of DA from low to high levels of figuration as a standard. Thus the differences between the
activity stems mainly from the highly increased contribution dfaseline and the high-DA configuration as givenvierHobs
the slow NMDA currents in the high-activity state: During highand in Tables 1 and 2 were defined arbitrarily as a 100% shift
activity, DA causes a large boost in long-lasting recurreim DA-dependent parameters, and other conditions were ex-
excitation, further amplified by the increase in firing frequencgressed relative to these standard difference values (i.e., nor-
by the enhancement df,,, In addition, the fact that the malized to them). For each of these different “DA levels”
persistent Na and the NMDA but not the GABA and AMPA  (parameter shifts), the minimal frequency of an afferent syn-
conductanceare voltage-dependent means that the former tvaptic stimulation of the distractor pattern neurons that was
but not the latter increase at higher levels of activity. Thus tisaifficient to disrupt the target pattern and evoke a transition to
relative impact of the,» and NMDA conductances growsthe distractor pattern was determined. This is illustrated in Fig.
with network activity. 4, A andB, for the baseline and the high-DA situation, respec-
The simulations reported above highlight a functionally imtively: First a target pattern was evoked by a 250-ms current
portant principle, namely that DA’s effects depend on thi@jection (0.45 nA) into the somata of the neurons coding for
activity state of a cell assembly such that foreground in relatidhat pattern. (Synaptic stimulation yielded the same results, but
to background activity is enhanced. It is important to note thatirrent injection was used instead to ensure that at the time
the differential modulation of low- and high-activity states bywhen the interfering pattern arrived, target pattern activity was
DA is an intrinsic property of the activity/voltage and time driven only by recurrent network inputs and was no longer
dependencies of the particular conductances affected by Riled by afferent inputs.) Nexil s after the target pattern
and as such doesot depend on the particular parametestimulation was shut off, afferent synapses to the distractor
configuration. Thus even for parameters for which the lovpattern were stimulated for 100 ms. For low-frequency stimu-
activity state also was amplified by DA, there was always lation of the distractor pattern, the target pattern remained
much larger enhancement of the high-activity state, which #table, but at a certain stimulation frequené€y,f), it broke
turn led to increased GABAergic feedback suppressing tdewn (due to the increased GABAergic feedback induced by
background neurons. The differential DA-induced enhancthe distractor pattern stimulation), and a transition to a new
ment of sustained activity in the network is also consistent witittivity state occurred. At this critical frequency, the current
the enhancements of task-related activity demonstrated in visantents of working memory are lost.
during working-memory tasks (Sawaguchi et al. 1988, As a criterion for stability, target pattern activity had to be

1990a,b). maintained at frequencies10 Hz for =1 s after offset of the
distractor pattern stimulatiork;; values were determined in
Effects of DA on the stability of active patterns steps of 10 Hz such that each step meant one additional afferent

spike within the 100-ms stimulation period. Heng;; also

In the following sections, the possible functional implicaean be read as the number of equally spaced afferent spikes
tions of the differential modulation and the DA-induced pawithin the stimulation period. In a few cases§%), stability
rameter changes will be examined. Sustained (delay) activityas not a monotone function of stimulation frequency but
of neurons in the PFC selectively encodes stimulus or motoould exhibit “jumps” within a narrow critical range. In these
information relevant to the current behavioral goal (Asaad easesF,;; was defined as the first stimulation frequency where
al. 1998; Di Pellegrino and Wise 1993; Funahashi et al. 1988isruption of the target pattern occurred. Note from FigA4,
Fuster 1989; Quintana and Fuster 1999; Rainer et al. 1998ahdB, that even suprathreshold activity in the distractor pattern
1999; Rao et al. 1997; Rosenkilde et al. 1981). Both disruptadurons may not be sufficient to shut down the target pattern
delay activity as well as delay activity coding for the wron@nd enforce a transition to the distractor pattern unless the
stimulus or response are correlated with subsequent behavialiatractor pattern neurons gain sufficiently high firing rates.
errors (Funahashi et al. 1989; Fuster 1973; Quintana et alHighly irregular firing patterns and strong membrane voltage
1988). In the following, the activity pattern that has to béluctuations are characteristic features of neocortical neurons
maintained during the delay for successful goal achievementrecorded in vivo (Destexhe and P&t899; Pareet al. 1998;
behavioral performance will be referred to as the “target pashadlen and Newsome 1994; Softky and Koch 1993) and are
tern.” A stimulus that is not relevant to the present task @rominent in PFC neurons during the delay periods of work-
behavioral goal and hence interferes with the target pattern wilg-memory tasks (Bodner et al. 1997). Hence we especially
be referred to in the following as the “distractor patternivere interested in how DA might affect the robustness of
Durstewitz et al. (1999a) showed how the PFC might deteattive representations in the presence of high noise and high
patterns that are important to the present goal (and thus diffeariance of the membrane potentials and interspike intervals.



DOPAMINE-MEDIATED STABILIZATION OF DELAY ACTIVITY 1743

Because the random synaptic background activity madelaaic currents contributing to the DA-induced stabilization
major contribution to the total synaptic current (se&Hobs),

eight sets of simulations with different synaptic background TO assess which of the DA-modulated conductances could
patterns were run, anfé,;, values were averaged across theg@ntrlbute to an _enhancement of stability, each was varied
conditions. This procedure also provided a robustness chdefependently while the other parameters affected by DA were
because different background patterns produced quite differ&ft to the high-DA values given wmetHops. As shown in Fig.
spiking patterns in the recurrent network, thus demonstratifigA and B, the DA-induced alterations in the persistent'Na
that our results hold despite high levels of noise and wiffPhductance, and, somewhat counterintuitivélgth the in-
different firing patterns. Thé&,;, values reported in the fol creasein the NMDA conductance as well as thiecreasen
lowing should be interpreted in relative rather than absolufé® AMPA conductance increased stability of the target pattern
terms because the absolute values depend on other param@¥®5 the range of parameters tested. The stability-increasing
such as the synaptic strength of the afferent inputs yeee- €ffects of the DA-induced alterations in these conductances

op9) and the delay times, which were kept fixed for thes@ere present in each of the eight different sets of simulations
simulations. as well as in the control simulations listed above. The enhance-

Figure 4 shows that the critical afferent frequendy,,) ment ofl,and NMDA conductances might increase stability

increased more than threefold across the range of simula@ﬁ)”gh several mechanisms. Most importantly, the spike rate
DA levels, i.e., with the magnitude of the changes in o) the pyramidal cells increased due to enhanced recurrent

i . excitation and,=mediated amplification of EPSPs (Schwindt
DA-modulated parameters. Hence over a range of physiologi ~i' 1995 1996; Stuart and Sakmann 1995). This in turn

ically plausible parameters, the dopaminergig modulation Ie. vated the firing rate of the GABAergic interneurons, which
to an increase in stability of the currently active representatiof. i e inputs from the pyramidal cells, resulting in ,an en-

with respect to interfering stimuli. _ _ _hanced GABAergic feedback to the pyramidal cells that is
_Ad_d|t|0nal_3|mulat!ons confirmed that an increase in stability,ore difficult for any interfering input to overcome. The in-
with increasing DA-induced parameter shifts holds under th@eased firing of the target pattern neurons also implies that a
following conditions: for longer or shorter time intervals (dejgher firing rate has to be obtained in the distractor pattern
lays) after target pattern onset; with background activity shHgurons to achieve the same level of NMDA conductance
off completely (i.e., no noise); stimulation of the distractogctivation as in the target pattern neurons. The slow kinetics
pattern by DC injections into the dendrites of the distracteind voltage dependence of the NMDA conductance are critical
pattern cells; additional stimulation of GABAergic interneufor this effect as evidenced by the fact thatdacreasein
rons conjointly with the distractor pattern pyramidal cells (i.egampa. Which is voltage-independent and has a short time
including a strong feedforward inhibitory component); and noourse, also enhances stability.
overlap between the target pattern and the distractor patterhe increased stability with a reduction @gp,,a Mmay be
(i.e., no shared neurons). In the latter case, an increasepartly due to the reduction in the afferent excitatory synaptic
overall stability occurred while the ordinal relationships becurrent to the distractor pattern neurons: WheRe, Was
tween different DA levels were preserved, consistent withanged only for the internal recurrent excitatory synapses but

previous findings (Durstewitz et al. 1999a). not for the external inputs, the increase in stability with a
A g 1 B 80
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£ b £
£ 40 g 40
w w
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FiIc. 5. Stability of target pattern representations as a function of shifts in each of the DA-modulated channel parAmeters.
stability as a function of isolated DA-induced changedimethylp-aspartate (NMDA), AMPA, and GABA synaptic conduc
tances. Percentages refer to the magnitude of change relative to the difference between the high-DA and the baseline values (see
METHODS). Note that higher percentages mean an enhancement for NMDA and GA8Aductances but a reduction for AMPA
currents. For the 0% NMDA condition, no delay activity at all was elicited, i.e., there was an immediate cessation of activity after
offset of the stimulationB: stability as a function of isolated DA-induced changes in the persistehtcMaent (NaP), the slowly
inactivating K" current (KS), and the HVA N-type G& current (HVA). For each of these parameter variations, all other
parameters were fixed in the high-DA configuration (segHobs and Tables 1 and 2). Error bars indicate SE.
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reduction ing,pa Decame less pronounced or disappeared @, reduction was assessed. In the subthreshold range and at
two simulations with different random background. Henclew firing rates,l,, amplified EPSPs in the present model
both the target and the distractor pattern neurons may suff@urons (consistent with findings by Seamans et al. 1997) such
about equally from a reduction in recurrent AMPA-mediatethat neurons with low firing rates suffered from a reduction in
excitation, but the distractor pattern neurons suffer in additi@ayva (not shown). In contrast, high-frequency firing led to
from the fact that a reduction ignpa also affects the external strong C&" accumulation (Helmchen et al. 1996) and conse
inputs to these neurons. quently to strong activation of Ga-dependent K currents
Stability did not increase monotonically with the enhanceike I in the present model. Hence at constantly high firing
ment of GABA, conductances but, in the present set of-siniates,g,y 4 reduction actually could produce a slight increase
ulations, peaked at the 100% condition (Figd)5Hence, in firing rate (as supported by data from Schwindt and Crill
whether an increase in GABAconductances enhances oid997) (not shown). Thus @y, reduction might differentially
reduces stability might depend on the magnitude of the paraaifect target pattern and nontarget pattern neurons in the net-
eter shift. Besides a possible role in stability, an increase Work.
GABA , conductances concurrently with the other DA-induced A reduction ingys had almost no effect on stability in the
parameter changes was a necessary prerequisite for prapesent model in the range over which it was varied. It
functioning of the network model. Without an increase ignhanced subthreshold EPSPs and initial responses but in-
Jeasaa along with the other DA-induced alterations, the-necreased firing at frequencies15 Hz only slightly. To
work rapidly and almost inevitably pushed itself into one of thdetermine whether this was due to the particglgg kinetics
high-activity states within the fit2 s after the network was or to its comparatively low contribution to the total mem-
started, even without an external stimulus (Fig).6For this brane conductance in the cells modeled here, simulations
reason, it was not possible to obtain a stability estimate for tixere run withgys maxincreased 2.5-fold (compared with the
GABA 0%-condition in Fig. B\.) Figure @ quantifies this baseline condition). In these simulations, stability decreased
phenomenon for different DA levels. For a 50% DA shift iremarkably (meaffr.;; = 38 Hz), indicating that in neurons
GABA, currents, spontaneous jumps were still very likely twith an initially quite stronggys, its reduction indeed could
occur, but they never happened in any of the simulations rbave a profound stabilizing effect.
with the 100 and 150% DA shifts iggagaa (Fig. 68). Thusa  In conclusion, DA-induced alterations in the persistent Na
major function of the DA-induced increase in GABAergignd the NMDA and AMPA synaptic currents monotonically
currents may be to maintain control over the network behaviicreased stability over the range of parameters tested here. A
and to keep the network responsive to the correct stimultgduction inly,, might have a stabilizing effect by mainly
conditions. Self-induced high-activity states also occurred ogducing EPSP sizes in background neurons while reducing
casionally with the 150% shifts ity4p Or Qympa @lone, em Ca"-dependent K currents in foreground neurons. DA-in
phasizing the need for suppression of this phenomenondaiced alterations in GABAconductances could prevent spon
high-DA levels. taneous switches into high-activity states that might otherwise
A reduction in g,y tended to increase stability in theinterfere with proper working-memory function.
present model (Fig.B). To examine how a reduction mya
might increase stability, trains of sub- or suprathreshold EPSP
of different amplitudes were evoked in single-model neurons, The present paper investigated the possible functional im-
and the change in EPSP amplitude or firing frequency upefications of the dopaminergic modulation in the PFC in a
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FIG. 6. DA-induced increase in GABAcurrents is required to control activity statés.with all other DA-induced parameter
changes in place (high-DA configuration, seerHobs and Tables 1 and 2), too low values for the GAB&onductance caused
the network to automatically jump into one of the high-activity states without presentation of a stimulus. In the present example,
the wrong attractor “popped out” spontaneously (arrow) so that the correct target pattern could not even be induced (red bar) using
standard parameters. (For comparison with Fig. 4, the blue bar indicates the time of distractor pattern stimiiatdatiye
frequencies of spontaneous (task-unrelated) jumps into high-activity attractor states within2ledfghefree-running network
as a function of DA-induced changes@gagaa (N = 12).
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network of compartmental model neurons. In the model nesintirkin and Durstewitz 2000), monkeys (Arnsten et al.
work, DA strongly enhanced task-related high-activity statd994; Murphy et al. 1996a,b; Sawaguchi and Goldman-Rakic
while suppressing background activity. Through these diffet994), and humans (Luciana et al. 1998;IMuet al. 1998). In
ential effects, the robustness of delay period activity, whicddition, it has been shown in vivo that DA in the PFC
presumably reflects goal-directed processing, with respectsigecifically increases the firing rate of neurons active during
afferent stimuli interfering with the present network state wake delay, cue, and response periods of working-memory tasks
highly increased. Several ionic conductances might contribigad that this enhancement is primarily due to D1-receptor
to these differential effects of DA. Most importantly, the DAstimulation (Sawaguchi et al. 1988, 1990a,b). On the basis of
induced enhancementsief,-and NMDA currents had a muchthis evidence, it has been proposed that DA in the context of
larger impact for highly active neurons embedded in a recuorking-memory performance might stabilize neural represen-
rent network than for neurons in a low state of activity that dithtions coding for goal-related information, and it has been
not partic?ate in the active pattern. A DA-induced reduction idemonstrated in a network of simple leaky-integrator units that
N-type Ca&" currents also might enhance stability becausettie DA-induced shifts in the parameters of several currents
mainly leads to diminished amplification of EPSPs during lowould in principle fulfill this function (Durstewitz et al. 1999a).
activity (Seamans et al. 1997), whereas it mainly causes arhe network simulations presented here confirm and extend
reduction in C&"-activated K currents at higher firing fre the findings from the simpler model in several important ways.
guencies (Schwindt and Crill 1997). Finally, a reduction dfirst, the simpler model investigated previously had the advan-
AMPA conductances might contribute to stability by dimintage that many effects of DA could be analyzed and understood
ishing mainly the impact of afferent inputs on nontarget patterelatively easily, but it lacked biological detail in many re-
neurons. spects. Therefore, to confirm that the effects of DA were not an

In the context of the activity-enhancing effects of DA, thartifact of the simple model architecture, the present network
function of the DA-induced enhancement of GABA&urrents model used highly realistic PFC compartmental model neurons
might be to readjust the overall level of network activity so thatith Hodgkin-Huxley-like membrane kinetics that could re-
the network does not automatically get pushed into higproduce in vitro whole cell recordings, and it was tuned to
activity states by spontaneous activity. Such spontaneous “pephibit in vivo—like behavior. The present results show that the
outs” would be detrimental in a working-memory contexDA-induced stability of neural representations also obtains in
where specific patterns have to be activated and held activetis biologically more realistic model and that the underlying
a task-related manner. mechanisms observed in the simple model also occurred in the

realistic model. In both models, a DA-induced enhancement of
Role of DA in working memory and goal-directed behavior !nap 1€d 0 higher activity of the foreground neurons that
resulted in stronger inhibition of the background neurons

Stability of neural activity encoding goal-related informathrough feedback inhibition. Moreover, a reduction in AMPA
tion including goal-directed movements is an essential preremurents in both models resulted in higher stability primarily
uisite of any goal-directed behavior that extends over time. Thie reduction of the afferent input strength (Durstewitz et al.
PFC generally is believed to underlie goal- and memory999a).
guided behavior as well as the temporal organization andSecond, the previous model did not provide a satisfying
planning of behavior (Cohen et al. 1997; Dehaene et al. 19%Xplanation for the role of the DA-induced increase in
Fuster 1989; Goldman-Rakic 1995; Kesner et al. 1994; KoedBABAergic currents. The present simulations suggest that the
lin et al. 1999; Milner and Petrides 1984). If the contents aficreased GABAergic inhibition might be essential in rescaling
working memory are wiped out by interfering stimuli or rethe overall level of activity and in keeping the high-activity
sponse tendencies, goal-directed behavior will fail (Funahaséates of the network under the control of the inputs. Third, the
et al. 1989; Fuster 1973, 1989). Thus PFC circuits should peevious model did not differentiate between AMPA and
equipped with neural mechanisms that ensure the stability MDA conductances but collapsed them into a single, short-
delay activity in the presence of interfering stimuli. Miller et allasting, voltage-independent excitatory efficiency. Mounting
(1996) have shown that prefrontal neurons indeed can maintainidence, including recent experiments in our laboratory, sug-
delay-activity even if stimuli intervene between a cue andgests that AMPA and NMDA currents are differentially af-
matching target stimulus. On the other hand, prefrontal patiefésted by DA in the PFC (Cepeda et al. 1992; Kita et al. 1999;
and animals, which presumably lack such a mechanism, sufféoore et al. 1998; Seamans et al. 1999; Zheng et al. 1999), as
from an inability to plan and temporally organize their behawhey are in the striatum (Cepeda and Levine 1998; Cepeda et al.
ior, from a high distractibility, and from failures to inhibit 1993; Levine et al. 1996). Hence an important finding of the
interfering or well-learned response tendencies (Dias et ptesent study is that both a reduction of the fast, voltage-
1997; Fuster 1989; Iversen and Mishkin 1970; Kesner et éddependent AMPA conductances (consistent with our previ-
1994; Milner and Petrides 1984; Seamans et al. 1998; Zahroes analysis) and an enhancement in NMDA conductances
al. 1997). result in increased stability.

It also has been shown that dopaminergic midbrain neuronsFinally, bothls andl 4 reduction might have a stabilizing
become active at the onset of working-memory tasks (Schuéifect under certain conditiond;,,» via its double role in
et al. 1993), that DA levels in the PFC increase during workiramplifying EPSPs (Seamans et al. 1997) and activatirfg Ca
memory (Watanabe et al. 1997), and that optimal stimulatiaiependent K currents (Schwindt and Crill 1997) angs in
of dopaminergic receptors is essential for proper workingeeurons where this current makes a sufficiently high contribu-
memory performance in rats (Murphy et al. 1996a,b; Seamaian to the total membrane conductance. A reductioh,ip,
et al. 1998; Zahrt et al. 1997), birds (Durstewitz et al. 1999hjso might be especially effective for stronger attractors firing
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at higher frequencies (because of the higf'Cinflux, see other DA-induced changes, resulting in a relative increase of
RESULTY, Whereas a reduction ik might have its strongest the contribution of inhibition at very high levels of DA receptor
impact on weak attractors firing at comparatively low frequertimulation that causes stability to decline again at these levels.
cies (becauséys increasingly inactivates at higher frequenA decrease in stability with an increase in GABAondue
cies). A reduction in N-type Ca conductances furthermoretances not accompanied by likewise changes in other DA-
might enhance stability by diminishing especially synaptigyodulated parameters indeed occurred in our network simula-
inputs to distal (upper layer) dendritic sites where mainly fibegg)ng (see Fig. B, 150% shift ingsapas)- This interpretation
from other association and higher sensory areas termingig, is supported tentatively by the finding of Williams and
(Durstewitz et al. 1999a; Yang and Seamans 1996). Goldman-Rakic (1995) that supranormal DA receptor stimula-

; Inhconclysior;{ th[e)'grese#t S#de pr(r)]vi(jes additional SUPPQI, 5t east in the vicinity of the soma where mainly GABAer-
or the notion that might change the integrative properti : . L S
of single neurons and prefrontal networks in a way that allosgﬁsc Inputs converge, might diminish delay activity.

them to maintain goal-related delay activity for longer periods

of time and to protect working-memory representations fromxperimental predictions of the model

being wiped out by minor interfering events. Hence when an

animal actively pursues a behaviorally important goal, high One way to test the predictions of the model in vivo is to
prefrontal DA levels might ensure that the behavior of thelace monkeys into a working-memory task with intervening
animal remains directed toward that goal. On the other harstimuli as employed by Miller et al. (1996) and to inject locally
under conditions where a specific goal has not yet been g&o the PFC different concentrations of DA receptor antago-
lected or where a goal has been reached and hence gaats while recording from PFC neurons. This should render
directed behavior should be terminated, high DA levels in thdelay-activity in the PFC more vulnerable to interference by
PFC might be counterproductive and might cause persevergervening stimuli so that delay-activity should collapse after
tion and behavioral stereotypies (Le Moal and Simon 199@ne of the intervening stimuli. In vivo experiments that test
Roberts et al. 1994; Waddington and Daly 1993; Zahrt et gredictions of the model with regard to the separate contribu-
1997). Finally, it should be noted that DA causes a relativ®ns of DA-modulated synaptic conductances are also con-
increase in stability but does not ensure absolute robustness/able. A partial blockade of NMDA conductances should
(see Fig. 4). In general, the robustness of a goal-related regezd to a reduction in or a premature cessation of delay activity
sentation in the PFC might reflect the importance or behavioemid should increase the vulnerability of delay activity with

relevance of the current goal state. respect to interfering stimuli. Whether, in contrast, a partial
blockade of AMPA receptors enhances robustness, might be
Behavioral performance and optimal DA levels more difficult to test because, depending on the relation be-

tween prefrontal DA level and AMPA channel modulation, at

Behavioral evidence suggests that there might be an optimatimal DA levels a further reduction in AMPA currents might
level of DA or of DA receptor stimulation in the PFC (Arnstemot have a large enough effect on stability. Finally, a partial
et al. 1994; Murphy et al. 1996a,b; Zahrt et al. 1997; but sééockade of GABA, conductances also should diminish work
Luciana et al. 1998; Mier et al. 1998). The present studying-memory performance, although it actually might enhance
suggests that working-memory deficits resulting from DA redelay activity, because spontaneous activity in the PFC would
ceptor blockade (Sawaguchi and Goldman-Rakic 1994; Sdwe highly increased (causing the activation of irrelevant repre-
mans et al. 1998) or diminished DA input into the PFC (Brosentations) and representations might persist between trials.
zoski et al. 1979; Simon et al. 1980) might be a direct Another prediction of the present study is that DA in the
consequence of the largely reduced stability of prefrontal reBFC differentially affects task-related high-activity states in a
resentations and processes under these conditions. working-memory context versus low-activity states occurring

On the other hand, working-memory deficits resulting frorapontaneously outside any task context. This differential mod-
supranormal stimulation of dopaminergic receptors in the PR@ation was an intrinsic property of the voltage dependencies
(Murphy et al. 1996a,b; Zahrt et al. 1997) might arise on marand kinetic properties of the conductances affected by DA and
different levels. For example, they might result from interadhus was related to the stability-enhancing effect of DA. There
tions of the PFC with other areas, e.g., because very highsome indirect evidence for this hypothesis: Sawaguchi et al.
sustained activity levels in the PFC trigger premature mot¢t988, 1990a,b) found that DA strongly increases task-related
responses (Durstewitz et al. 1999a). Another possibility is thattivity in PFC neurons during working memory, whereas, in
at supranormal DA levels, prefrontal representations becomentrast, other researchers (Ferron et al. 1984; Godbout et al.
so stable that they persist even across trials, thus causii®®l; Mantz et al. 1988; Pirot et al. 1992, 1996) found that
response perseveration and behavioral stereotypies as obsestietulation of the ventral tegmental area or local DA applica-
after, e.g., apomorphine injections (Durstewitz et al. 1999b; ltion in the PFC caused a transient suppression of activity in
Moal and Simon 1991; Waddington and Daly 1993). Persanesthetized animals outside a behavioral context. Thus the
veration errors indeed seem to account for most of the dimiobservations in the latter studies might correspond to the sup-
ished working-memory performance after supranormal Dgression of spontaneous activity that occurred in the network
receptor stimulation (Zahrt et al. 1997). model in the high DA condition. However, the animals in these

On the single-neuron level, an optimal DA level could resutitudies were anesthetized with ketamine, which blocks NMDA
from different DA-dependent parameters exhibiting differertonductances and thus one of the major excitatory effects of
dose-response-curves. For example, the DA-induced increB#e Therefore more direct empirical tests are needed to demon-
in GABAergic currents might saturate at higher levels thastratethat DA within the same animals suppresses spontaneous
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but enhances task-related activity or at least enhances the |at@mwn, A. M., SchwinoT, P. C.,aND CRiLL, W. E. Voltage dependence and
more than the former. activation kinetics of pharmacologically defined components of the high-

Our results are also consistent with the finding that thethreshold calcium current in rat neocortical neurahsNeurophysiol.70:

B . ; . ~1530-1543, 1993.
subjective reward magnitude of an expected stimulus or sitylz - T mown R. M. Rosvolp. H. E. AND GoLDMAN. P. S.

ation, i.e., th_e beha\/_i‘?ral importance of a current go_al state, I ognitive deficit caused by regional depletion of dopamine in prefrontal
correlated with the firing rate of prefrontal neurons, including cortex of rhesus monkeycience205: 929-932, 1979.

those neurons that exhibit delay or anticipatory activity (Tren®erepa C., BucHwALD, N. A., AND LEVINE, M. S. Neuromodulatory actions of
blay and Schultz 1999; Watanabe 1996). Because the beha¢opamine in the neostriatum are dependent upon the excitatory amino acid
ioral importance (expected reward magnitude) of a Stimuh’lsreceptor subtypes activateBroc. Natl. Acad. Sci. USAR0: 9576-9580,

. . . : o . 1993.
also is reflected in the firing of dopaminergic midbrain neuro pEDA, C. AND LEVINE, M. S. Dopamine and\-methylo-aspartate receptor

(Ljungberg et al. 1992; Schultz and Romo 1990; Schultz et al;jneractions in the neostriaturbev. Neurosci20: 1-18, 1998.

1993), these findings support the idea that DA enhances det&yeoa C., Rapisavisevic, Z., Feacock, W., LEVINE, M. S., AND BUCHWALD,
activity and increases the robustness of representations encol- A. Differential modulation by dopamine of responses evoked by excita-
ing goal-related information. In this sense, DA in the PFC tory amino acids in human cortesynapsel1: 330341, 1992.

might be interpreted as a signal that instructs the PFC to h&igfiEN. J- D., FERLSTEIN, W. M., BRAVER, T. S., Nrsrom, L. E., NoLL, D. C.,
active and protect currently incoming information and prepa_JONIDES, J.,AND SMmITH, E. E. Temporal dynamics of brain activation during

h iaht be i . btaini f a working memory taskiNature 386: 604—608, 1997.
ratory processes that might be important in obtaining UtuE%LBERT, C. M. AND JoHNsTON, D. Axonal action-potential initiation and Na

rewards. The overall stabilization might depend on the impor-channel densities in the soma and axon initial segment of subicular pyra-
tance of the goal and the expected magnitude of the reward.midal neuronsJ. Neurosci.16: 66766686, 1996.
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